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SECTION A

1. For each output level Y , the IS curve defines the interest rate r at which
the goods market clears:

Y (1− b)−G = I0 − ar,

where b is the marginal propensity to consume; G is the government
spending, I0 is the maximum investment level; and a is the responsive-
ness of investment to interest rates. The LM curve defines the interest
rate at which the money market clears:

mY + M0 − hr = M s,

where m is the responsiveness of the transaction demand for money to
output, M0 is the maximum liquidity demand, h is the responsiveness
of the liquidity demand to interest rates, and M s is the money supply.

(a) Write down this system of equations in matrix form. Under what
condition on the exogenous parameters can this system of two
equations be solved for Y and r?

(b) Using Cramer’s rule, solve the system for Y and r when the con-
dition in (a) is met.

(c) What happens to the equilibrium interest rate r if government
spending increases by ∆G?

2. Consider the 4× 4 matrix

A =




c + 1 2 0 3
0 c 0 6
7 8 2 c
0 0 0 12


 ,

where c is a constant.

(a) Write det(A) in terms of c.

(b) Assuming that the inverse matrix A−1 exists, compute the element
on the fourth row and the third column of A−1.
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3. Consider three vectors

v1 =




1
5
7


 , v2 =



−2
3
1


 , v3 =




c
−1
5


 ,

where c is a constant.

(a) For what values of c is it true that v3 ∈ Span [v1, v2] ?

(b) What is the dimension of Span [v1, v2, v3] ?

(c) Is there any value for c such that both 0 and 3 are eigenvalues of
the 3× 3 matrix [v1 v2 v3] ?

4. For two functions f(x) = x3 − cx2 − x and g(x) = x− 1, where c is a
constant, does the fraction

f(x)

g(x)

converge to any number as x→ 1, and, if so, which one?

5. Let F (x, y) be a function of two variables and c be a constant such that
the absolute values of all second-order partial derivatives,

∣∣∣∣
∂2F (x, y)

∂x2

∣∣∣∣ ,
∣∣∣∣
∂2F (x, y)

∂x∂y

∣∣∣∣ ,
∣∣∣∣
∂2F (x, y)

∂y∂x

∣∣∣∣ ,
∣∣∣∣
∂2F (x, y)

∂y2

∣∣∣∣

cannot exceed c at any (x, y). Find an error bound (that is, an upper
bound on the Lagrange remainder) of the approximation by the Taylor
series around (x, y) up to the first order for F (x + h, y + k), where
|h| ≤ 1/3 and |k| ≤ 1/3.

6. Solve the following coupled first-order linear differential equations

ẋ(t) = x(t) + y(t),

ẏ(t) = cy(t),

with the initial conditions x(0) = 0 and y(0) = 1, where c is a constant.
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7. In this question, we say that event A attracts event B if Pr(B|A) >
Pr(B) and A repels B if Pr(B|A) < Pr(B)

(a) Prove that A attracts B if and only if B attracts A.

(b) Prove that A attracts B if and only if Pr(B|A) > Pr(B|Ã), where
Ã is the complement of A.

(c) Prove that if A attracts both events B and C, and A repels B∩C,
then A attracts B ∪ C.

8. Let X be a random variable with mean µ and standard deviation σ
and define the standardized version X∗ of X by X∗ = (X − µ)/σ.

(a) Prove that if X ≥ 0, then Pr(X ≥ c) ≤ E[X]/c for every c > 0.

(b) Prove that Pr(|X∗| ≥ c) ≤ 1/c2 for every c > 0.

(c) Let X1, . . . ,Xn be a random sample of n observations on the ran-
dom variable X. Prove that (X1+ · · ·+Xn)/n converges in prob-
ability to µ as n→∞.
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9. Suppose that you are using Bayesian techniques to test two hypotheses,
H1 and H2.

(a) Show that the posterior odds of H1 relative to H2 may be written

Pr(H1|x)

Pr(H2|x)
=

Pr(H1)

Pr(H2)

L(H1|x)

L(H2|x)
,

where Pr(H1)/Pr(H2) is the ratio of prior probabilities,
L(H1|x)/L(H2|x) is the likelihood ratio, and x denotes the data.

(b) Let x = (x1, . . . , xn) be a random sample from a Bernoulli distri-
bution with success rate θ, of which the prior distribution is given
by the probability density function

p(θ) ∝ θα−1(1− θ)β−1 (0 ≤ θ ≤ 1).

Find its posterior distribution and give the name of the posterior
distribution.

(c) Using the fact that, for m ≤ n, the marginal distribution of
(x1, . . . , xm) is given by the probability mass function

p(x1, . . . , xm) =

∫ 1

0

m∏

i=1

θxi(1− θ)1−xip(θ) dθ,

show that the conditional distribution of (xm+1, . . . , xn) condi-
tional on (x1, . . . , xm) is given by the probability mass function

p(xm+1, . . . , xn | x1, . . . , xm) =

∫ 1

0

n∏

i=m+1

θxi(1−θ)1−xip(θ|x1, . . . , xm) dθ,

where p(θ|x1, . . . , xm) is the posterior distribution of θ conditional
on (x1, . . . , xm).
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SECTION B

1. Let A be anm×n matrix and define a linear mapping F : Rn → R
m by

F (x) = Ax. The kernel of F , Ker (F ), is defined as the linear subspace
{x ∈ Rn : F (x) = 0} and the image of F , Im (F ), is defined as the linear
subspace {y ∈ Rm : there exists an x ∈ Rn such that F (x) = y}.

(a) Using the fundamental theorem of linear algebra (which provides
a relationship between the dimension of the null space and the
rank of a matrix), prove that

n = dim (Ker (F )) + dim (Im (F )) .

(b) Define another linear mapping FT : Rm → R
n by FT(y) = ATy.

Prove that for every y ∈ Rm, we have y ∈ Ker (FT) if and only if

y · z = y1z1 + · · ·+ ymzm = 0

for every z ∈ Im (F ).

(c) Now let

A =




1 2 3 1
2 6 10 −4
3 8 13 −3


 ,

and find dim (Im (F )) and a basis of Ker (F ).

2. Consider a stock whose price process is Markov. The price on each pe-
riod is either £15 or £30. If the price is £15 in the current period, then
the probability that it will remain at the same level in the next period
is 0.8. If the price is £30 in the current period, then the probability
that it will remain at the same level in the next period is 0.6.

(a) Write down the transition matrix for this Markov process.

(b) Find the eigenvalues and eigenvectors of the transition matrix.

(c) What is the average stock price in the long run?
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3. Consider a function of two variables,

F (x, y) = ax2n − 2bxnyn + cy2n,

where a, b, and c are constants, and n is a positive integer.

(a) Prove that (0, 0) is a stationary point.

(b) If a = b = c �= 0, find all stationary points, depending on whether
n is odd or even.

(c) If n = 1, for what values of a, b, and c is the Hessian matrix at
(0, 0) negative semi-definite?

(d) If b = 0, for what values of a, c, and n is the Hessian matrix at
(0, 0) positive definite?

(e) If a = c, for what values of a and b is (0, 0) a saddle point for
n = 1 and, at the same time, a global minimum point for n = 2?

4. Let U(x1, x2) be a concave utility function over two goods and h(z) be
a strictly increasing function of one variable. Define two other utility
functions F (x1, x2) and G(x1, x2) by

F (x1, x2) = h(U(x1, x2)),

G(x1, x2) = U(h(x1), h(x2)).

(a) Is F (x1, x2) concave or quasi-concave? If so, prove it. If not, give
a counter-example.

(b) Is G(x1, x2) concave or quasi-concave? If so, prove it. If not, give
a counter-example.

(c) If U(x1, x2) and h(z) are homogeneous (with possibly different
degrees), is G(x1, x2) homogeneous? If so, what is its degree?

(d) Denote by V (p1, p2,m) the indirect utility function corresponding
to U(x1, x2) and by W (p1, p2,m) the indirect utility function cor-
responding to F (x1, x2), where m denotes the income level. Prove
that

∂W (p1, p2,m)

∂m
= h′(V (p1, p2,m))

∂V (p1, p2,m)

∂m
.
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5. Suppose that a random variableX follows the Poisson distribution with
parameter θ > 0. Its probability mass function is therefore

f(x) = e−θ
θx

x!

for x = 0, 1, 2, . . ..

(a) Show that the first moment about the origin and the second mo-
ment about the mean are both equal to θ.

(b) Find the distribution of a random sample of n observations from
the Poisson distribution.

(c) Find the log-likelihood function of a random sample of n obser-
vations and show that the maximum likelihood estimator for θ is
unbiased.

(d) Using the Cramer-Rao lower bound, determine whether the max-
imum likelihood estimator is fully efficient.

6. Let X1, . . . , Xn be a random sample from a distribution with an un-
known parameter θ.

(a) Show that the mean square error of any estimator is equal to the
sum of its variance and squared bias.

(b) When the sample is from the normal distribution with mean θ and
variance 1, find the mean square error of the estimator
(1/n)(X1 + · · ·+ Xn) for θ and show that it is consistent.

(c) When the sample is from the uniform distribution over the in-
terval [0, θ], compare the mean square errors of two estimators
(1/n)(X1 + · · · + Xn) and (2/n)(X1 + · · · + Xn) for θ and deter-
mine which one, if either, is consistent.

(d) When the sample is from the binomial distribution with success

rate θ, we define, for each positive integer k, the estimator θ̂k as
(1/k)(X1 + · · · + Xn). Compare the mean square errors of θ̂n−1,

θ̂n, and θ̂n+1, and comment on your result.

END OF PAPER
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